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Proof. Let π = (e1, . . . , en) be an ordering of E having the properties guaranteed
by Lemma 3. This ordering induces an ordered partition (L1, A1, B1, R1, . . . , Lt,
At, Bt, Rt) of E, as in Lemma 3(b). For j ∈ [t], define Yj =

⋃
i<j(Li ∪ Ai ∪ Bi ∪

Ri)∪ (Lj ∪Aj), and Y ′
j = E −Yj =

⋃
i>j(Li ∪Ai ∪Bi ∪Ri)∪ (Bj ∪Rj). Letting

G[Yj ] and G[Y ′
j ] denote the subgraphs of G induced by Yj and Y ′

j , respectively, set
Vj = V (G[Yj ])∩V (G[Y ′

j ]). In other words, Vj is the set of vertices common to both
G[Yj ] and G[Y ′

j ]. It is easily checked that V = (V1, . . . , Vt) is a path-decomposition
of G. Note that

|Vj | = |V (G[Yj ])| + |V (G[Y ′
j ])| − |V |.

We next observe that G[Yj ] and G[Y ′
j ] are connected graphs. From Lemma 3(c),

we have that Yj ⊂ cl(
⋃

i≤j Li). Therefore, for any edge luv (or ruv) in Yj −
⋃

i≤j Li,
both lxu and lxv must be in some Li, i ≤ j. Thus, in G[Yj ], each vertex v ̸= x is
adjacent to x, which shows that G[Yj ] is connected.

Consider any vertex v ̸= x in G[Y ′
j ], such that rxv /∈ Y ′

j . Then, ruv ∈ Y ′
j for

some u ̸= x. So, ruv ∈ Bk for some k ≥ j. By Lemma 3(c), ruv ∈ cl(
⋃

i≤k Li) −
cl(

⋃
i<k Li). This implies that either lxu ∈ Lk or lxv ∈ Lk. Hence, either rxu ∈ Rk

or rxv ∈ Rk. However, rxv cannot be in Rk, since rxv /∈ Y ′
j , and so, rxu ∈ Rk. Thus,

(rxu, ruv) forms a path in G[Y ′
j ] from x to v. It follows that G[Y ′

j ] is connected.
Therefore, by (5),

λCπ
(Yj) = r(Yj) + r(Y ′

j ) − |V |
= (|V (G[Yj ])| − 1) + (|V (G[Y ′

j ])| − 1) − (|V | − 1) = |Vj | − 1.

Hence, from Lemma 3(a),

tw[C] = smax(Cπ) ≥ max
j∈[t]

λCπ
(Yj) = max

j∈[t]
|Vj | − 1 = wG(V) ≥ pw(G),

which proves the lemma. ⊓*
The proof of Proposition 1 is now complete.

4 Concluding Remarks

The main contribution of this paper was to show that the decision problem Trel-
lis State-Complexity is NP-complete, thus settling a long-standing conjecture.
Now, the situation is rather different if we consider a variation of the problem in
which the integer w is not taken to be a part of the input to the problem. In other
words, consider the following problem:
Problem: Weak Trellis State-Complexity
Let Fq be a fixed finite field, and let w be a fixed positive integer.

Instance: An m × n generator matrix for a linear code C over Fq.
Question: Is there a coordinate permutation of C that yields a code C′ whose

minimal trellis has state-complexity at most w?

There is good reason to believe that this problem is solvable in polynomial time.
We again refer the reader to our full paper [7] for evidence in support of this belief.
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A is the adjacency matrix of G and I is the identity matrix, then 
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v3 v2

v4
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v6

dim(<v1,v4,v5,v2>∩<v3,v6>)≤k

dim(<v1,v3,v6,v2>∩<v4,v5>)≤k
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dim((V1+V3+V6+V2)∩(V4+V5))≤k
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Underlying space: Mv:= V2+V4+V5 
Boundary space Bv:= (V2+V4+V5)∩(V1+V3+V6)
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X1∩B ⊆ X2∩B ⊆ X3∩B ⊆ … ⊆ Xn∩B

Y1∩B ⊇ Y2∩B ⊇ Y3∩B ⊇ … ⊇ Yn∩B

Xi :=S1+S2+…+Si  
Yi :=Si+1+…+Sn-1
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